TWO PROOF FOR THE MACWILLIAMS 1DENTITY:

Abstract

In this thesis, the aim is to understand two proofs of the
MacWilliams Identity in binary case. Codes are studied
by various scientific disciplines such as information the-
ory, electrical engineering, mathematics, linguistics, and
computer science for the purpose of designing efficient
and reliable data transmission methods.

Firstly, we recall some mathematical concepts. Then we
introduce the basics of coding theory such as a code, the
dual of a code and the weight enumerator etc. Finally,
we proposed two proof of MacWilliams Identity in binary
cases.

Need to Know

Linear Code

A linear code € of length n, dimension k and minimum
distance d over the alphabet IF, is denoted by the triple
[n,k,d], and is a subspace of the n-dimensional vector
space IFy [4].

The Dual of The Code ¢

If € is an |n, k] linear code over IF,, its dual or orthogonal
code € is the set of vectors which are orthogonal to all
codewords of %

= {uju-v=(u,v) =0 for all ve ¢},

where for the vectors w = (uj,uy,...,u,) and
v=(v,v2...,V,) €]

u-v=Wv) =uvi+uvy+...+u,v, = Zuivi.
=1

Hamming Weight Enumerator

Let % be a linear code of length n and let A; be the number
of codewords of weight i. Then

n ‘
= ZAiZl
i=0

is called the weight enumerator of & [3].

Proofs

First Proof of MacW/illiams Identity in
Binary Case

Let IF5 be the binary vector space of dimension n, dgy(.,.)
and wg(.) denote the Hamming distance and weight re-
spectively, and < .,. > be the scalar product of two binary
denote the number of the ele-

vectors. For any set E,
ments in E. Suppose € is a binary code of length n with M
codewords and

1
Dizm\(a,b) :a,b e €,dy(a,b) = =0,1,...,n(1)

where {D;}§ is the weight distribution of the code ¢ and
flz) = ?:ODizi be weight enumerator of the code %'.

_ 1

Di=+5 Y, [) (-

ucFiwy(u)=i ac%

1)<%a>12 i =0,1,...,n

length n with M codeword. Obviously, D; > 0. Set
( ) Z DzZ

Let f(z) and g(z) be weight enumerators of the binary linear

code € and its dual €, respectively. Then we have,
Z

82) = (12" 2)

BINARY CASE
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Obviously, substltute - as z to get the other one
u,v el let u= (uluzun) and v = (vi,v2,...,V).

Scalar product defined by:

n
<u,v>=Hituyy=v;=1} = Zuivi,

<1—ll,1—V>=‘{i:lli=Vi=O}‘. (4)

<l-wl—-v>=x<11>—<lv>—<ul>—<uv>
wg(u) wy(v) dy(u,v)
2 2 2

cuy o wy () + wH(ZV) —dy(u,v) (5)

<l—-uwl—-v>=n-—

Y. — < >

Di=—5 ) [LED™
ucFiwy(u)=i ac?

D Y S
ueV(n2)wy(u)=i ac% be?

— ]\? Z Z 2 (_1)<u,a—b>

ucFlwy(u)=iac? be?

D D YD MGl s

uckFlwy(u)=iac% be?

<u a> Z —<u, b>

1 i+j—dy(un,a—b)

- LYY ¥ (vt

uEV(nZ WH( ) i j= OaE%bE%dH(ab)
Since dy(a,b) = j there are j nonzero positions in the bi-
nary vector a—b. First, we suppose that there are s nonzero

- : : I+ j—dy(u,a—b
positions in a—b and u. In this case, =2 Hz(ua ) — 5 and

the number s ranges from O to j. For every such fixed pair
(a,b) of binary vectors there are (/)("_7) binary vectors u,
because wy(u) = i. Thus, we have

o= yov()())
Now, we have

(2 () = L 21+ (1))

Second Proof of MacW/illiams Identity in
Binary Case

Let A(z) and B(z) denote the weight enumerators for (n,k)
binary linear code € and its dual code €, i.e.,

n 0
= ZA,-zl (6)
i=0
is weight enumerator for €.

~ Y B 7)
=0

is weight enumerator for €.
Then A(z) and B(z) are related by the formula

BO =g L A0+ @

Alternatively, equating coefficients of z/ on both sides of up
side of the equation we have

Bj= kZA for]—O 1, (9)

where Kl”] is the coefﬁuent of z/in (1—2)(1+2)" ie.,

) -xe()(0)

h
What (8) says is that the weight enumerator vector a =

(Ap,A1,...,A,) and b = (By,B1,...,By,) are related by the
formula,

b= %aK( ), (11)

%;\ N\ MATEMATIK %

AT

If x = (x1,...,Xx) is a binary vector of any length, |x| de-
notes its Hamming weight, i.e., the number of nonzero com-

ponents of X. In particular, if X is a scalar, i.e., m =1, then

O, ifxl-=O
X|=9 0 - (12)
1, ifxi=1

Lemma 1.Look the inner sum Y (—1)<"Y>. Consider
uce
the map
Oy : ¢ — F;

u—<u,v>

¢y is an additive group homomorphism. Ker(¢y) = ¢ <—
vEE+. If vg €L, then Ker(¢y) # €, ¢y is onto by the

first isomorphism theorem.

€ /Ker(¢y) = Fr < |Ker(¢y)| = ‘cgj
that means ¢y(u) = 0 for | L values of u and dv(u) =1 for
%1 | values of u.
Z(_1)<uv> \C@”\ if ve ¢+
oy 0,ifve st

Similarly, we can say that if € is an |n,k| linear code over
IF», and if y is an arbitrary n-vector over IF,, then

Z - 2k ifye €+
B ’ 0,ifygét

Lemma 2. Let x be a fixed vector of length n over IF,,

(13)

with |X| =i, and let V; denote the set of all binary vectors

of length n and weight j. Then,
Y <xy>=K7. (14)
yEVj
Our proof of the MacWilliams Identity is now simply a mat-
ter noting that

Y ) <xy>=) ) <xy>,

yeV;xe¥¢ Xce yev;

and that by Lemma 1,
Z 2 <X,y >= Z 2k:2kBj,
yeV;xee yEVjﬂCgJ—

while by Lemma 2,

Y Y <xy>= ZK|X|J ZA K.

XCEyeV;
S ()
Z Z <X,y >= ZAiKln
XEC@”yEV' i=0
Thus 2¢B; = [5]

Conclusion

In this thesis, two proofs of the MacWilliams I|dentity
for binary case are examined and explained in details.
MacWilliams ldentity gives a strong relation between the
weight enumerator of a code and its dual. In many cases,
it allow us to significantly reduce the computational com-
plexity of the computation weight enumerator of a given
code.
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